
Figure 2. Some sample images from our new human detection database. The subjects are always upright, but with some partial occlusions
and a wide range of variations in pose, appearance, clothing, illumination and background.

probabilities to be distinguished more easily. We will often
use miss rate at 10−4FPPW as a reference point for results.
This is arbitrary but no more so than, e.g. Area Under ROC.
In a multiscale detector it corresponds to a raw error rate of
about 0.8 false positives per 640×480 image tested. (The full
detector has an even lower false positive rate owing to non-
maximum suppression). Our DET curves are usually quite
shallow so even very small improvements in miss rate are
equivalent to large gains in FPPW at constant miss rate. For
example, for our default detector at 1e-4 FPPW, every 1%
absolute (9% relative) reduction in miss rate is equivalent to
reducing the FPPW at constant miss rate by a factor of 1.57.

5 Overview of Results
Before presenting our detailed implementation and per-

formance analysis, we compare the overall performance of
our final HOG detectors with that of some other existing
methods. Detectors based on rectangular (R-HOG) or cir-
cular log-polar (C-HOG) blocks and linear or kernel SVM
are compared with our implementations of the Haar wavelet,
PCA-SIFT, and shape context approaches. Briefly, these ap-
proaches are as follows:
Generalized Haar Wavelets. This is an extended set of ori-
ented Haar-like wavelets similar to (but better than) that used
in [17]. The features are rectified responses from 9×9 and
12×12 oriented 1st and 2nd derivative box filters at 45◦ inter-
vals and the corresponding 2nd derivative xy filter.
PCA-SIFT. These descriptors are based on projecting gradi-
ent images onto a basis learned from training images using
PCA [11]. Ke & Sukthankar found that they outperformed
SIFT for key point based matching, but this is controversial
[14]. Our implementation uses 16×16 blocks with the same
derivative scale, overlap, etc., settings as our HOG descrip-
tors. The PCA basis is calculated using positive training im-
ages.
Shape Contexts. The original Shape Contexts [1] used bi-
nary edge-presence voting into log-polar spaced bins, irre-
spective of edge orientation. We simulate this using our C-
HOG descriptor (see below) with just 1 orientation bin. 16
angular and 3 radial intervals with inner radius 2 pixels and
outer radius 8 pixels gave the best results. Both gradient-

strength and edge-presence based voting were tested, with
the edge threshold chosen automatically to maximize detec-
tion performance (the values selected were somewhat vari-
able, in the region of 20–50 graylevels).
Results. Fig. 3 shows the performance of the various detec-
tors on the MIT and INRIA data sets. The HOG-based de-
tectors greatly outperform the wavelet, PCA-SIFT and Shape
Context ones, giving near-perfect separation on the MIT test
set and at least an order of magnitude reduction in FPPW
on the INRIA one. Our Haar-like wavelets outperform MIT
wavelets because we also use 2nd order derivatives and con-
trast normalize the output vector. Fig. 3(a) also shows MIT’s
best parts based and monolithic detectors (the points are in-
terpolated from [17]), however beware that an exact compar-
ison is not possible as we do not know how the database in
[17] was divided into training and test parts and the nega-
tive images used are not available. The performances of the
final rectangular (R-HOG) and circular (C-HOG) detectors
are very similar, with C-HOG having the slight edge. Aug-
menting R-HOG with primitive bar detectors (oriented 2nd

derivatives – ‘R2-HOG’) doubles the feature dimension but
further improves the performance (by 2% at 10−4 FPPW).
Replacing the linear SVM with a Gaussian kernel one im-
proves performance by about 3% at 10−4 FPPW, at the cost
of much higher run times1. Using binary edge voting (EC-
HOG) instead of gradient magnitude weighted voting (C-
HOG) decreases performance by 5% at 10−4 FPPW, while
omitting orientation information decreases it by much more,
even if additional spatial or radial bins are added (by 33% at
10−4 FPPW, for both edges (E-ShapeC) and gradients (G-
ShapeC)). PCA-SIFT also performs poorly. One reason is
that, in comparison to [11], many more (80 of 512) principal
vectors have to be retained to capture the same proportion of
the variance. This may be because the spatial registration is
weaker when there is no keypoint detector.

6 Implementation and Performance Study
We now give details of our HOG implementations and

systematically study the effects of the various choices on de-
1We use the hard examples generated by linear R-HOG to train the ker-

nel R-HOG detector, as kernel R-HOG generates so few false positives that
its hard example set is too sparse to improve the generalization significantly.


