CMPSCI 370: Intro. to Computer Vision
Image representation

University of Massachusetts, Amherst
April 12/14, 2016

Instructor: Subhransu Maji

* Homework 5 posted
* Due April 26, 5:00 PM (note the change in time)
e Last day of class (don't skip class to do the homework)

¢ No HH section today

¢ |n the remaining five classes
¢ Image representations (this week)
e Convolutional neural networks (next week +)

® Some other topic (if time permits) — tracking, optical flow,
computational photography, etc.

Recall the machine learning approach
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The importance of good features

+ Most learning methods are invariant to feature permutation
» E.g., patch vs. pixel representation of images

Wmute patches

Learned
model !
Image Prediction bag of pixels bag of patches
Features can you recognize the digits?
Test Image Siide oredit: D. Holem 3 CMPSCI 370 Subhransu Maji (UMASS) 4
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The importance of good features

+ Consider matching with image patches
» What could go wrong?

™
template @ \

match quality
e.g., cross correlation
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What is a feature map?

+ Any transformation of an image into a new representation
+ Example: transform an image into a binary edge map

Image source: wikipedia
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Feature map goals

+ Introduce invariance to nuisance factors
» lllumination changes
» Small translations, rotations, scaling, shape deformations

Figure 1.3: Variation in appearance due to a change in illumination

Image: [Fergus05]
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We will discuss ...

+ Two popular image features
» Histogram of Oriented Gradients (HOG)
» Bag of Visual Words (BoVW)

+ Applications of these features
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Histogram of Oriented Gradients

+ Introduced by Dalal and Triggs (CVPR 2005)
+ An extension of the SIFT feature
+ HOG properties:
» Preserves the overall structure of the image
» Provides robustness to illumination and small deformations
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HOG feature

HOG feature: basic idea

+ Divide the image into blocks
+ Compute histograms of gradients for each regions

I.
1 b, *  gradient spatial

= ' magnitude and
o g and orientation
/ orientation binning

image Gradient norm HOG feature
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Input image . . . .
= ~— Detecton vindow + Smaller bin-size: better spatial resolution
. . « Larger bin-size: better invariance to deformations
. + Optimal value depends on the object category being modeled
@ » e.g. rigid vs. deformable objects
‘ Compute gradients
Cell ——» V) additional
Accumulate weighted votes 4 H
for grat;jient on'elntaﬁon over INYATIANCE ° 9 .
spatial cells .
Block ———» . .
Normalise contrast within

Overlap overlapping blocks of cells
of Blocks

Feature vector, = Collect HOG for all blocks

[ caeg eeny wey ] over detection window 20x20 cells
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Template matching with HOG

Multi-scale template matching

HOG feature map Template Detector response map P R
IS ‘ score(l, p) = w - ¢(I, p)
+ Compute the HOG feature map for the image
+ Convolve the template with the feature map to get score
+ Find peaks of the response map (non-max suppression) =
+ What about multi-scale? Image pyramid HOG feature pyramid
® Compute HOG of the whole image at multiple resolutions
® Score each sub-windows of the feature pyramid
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13 14

Example detections Example detections

N. Dalal and B. Triggs, Histograms of Oriented Gradients for Human Detection, CVPR 2005 N. Dalal and B. Triggs, Histograms of Oriented Gradients for Human Detection, CVPR 2005
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We will discuss ...

+ Two popular image features
» Histogram of Oriented Gradients (HOG)
» Bag of Visual Words (BoVW)
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Bag of visual words

e Origin and motivation of the “bag of words” model
* Algorithm pipeline

e Extracting local features

Learning a dictionary — clustering using k-means

Encoding methods — hard vs. soft assignment
® Spatial pooling — pyramid representations

Similarity functions and classifiers
monkey?

pooling classification
ey

Figure from Chatfield et al.,2011 18
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Bag of features

Properties:
e Spatial structure is not preserved
® Invariance to large translations

Compare this to the HOG feature
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Origin 1: Texture recognition

e Texture is characterized by the repetition of basic elements
or textons

e [For stochastic textures, it is the identity of the textons, not
their spatial arrangement, that matters
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Julesz, 1981; Cula & Dana, 2001; Leung & Malik 2001; Mori, Belongie & Malik, 2001;
Schmid 2001; Varma & Zisserman, 2002, 2003; Lazebnik, Schmid & Ponce, 2003
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Origin 1: Texture recognition
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Julesz, 1981; Cula & Dana, 2001; Leung & Malik 2001; Mori, Belongie & Malik, 2001;

Schmid 2001; Varma & Zisserman, 2002, 2003; Lazebnik, Schmid & Ponce, 2003 o1

Origin 2: Bag-of-words models

¢ Orderless document representation: frequencies of words
from a dictionary saiton & McGill (1983)
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Origin 2: Bag-of-words models

* Orderless document representation: frequencies of words
from a dictionary saiton & McGill (1983)
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Origin 2: Bag-of-words models

¢ Orderless document representation: frequencies of words
from a dictionary satton & McGill (1983)

ballistic berlin

buildup ge commitment communist c ation crisis dange
€CONOMIC education
etimination e a forum freedom gromyko

’ hemisphere nospitats ideats missiles
 modernization nuclear ) 2

deficit depended disarm

recession

surveillance ta
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Origin 2: Bag-of-words models

¢ Orderless document representation: frequencies of words
from a dictionary saiton & McGill (1983)

abandoning a bly authorizations bombing

dictators
economic empire endanger IAGLS fate i freedom u S
german germany god guam ii hemisphere hint hitler immune im erable

ENCH modernyl @

midway NaVy nazis o
philippine
peaks stamina Strength sunday premacy tanks taxes
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Lecture outline

e Origin and motivation of the “bag of words” model
* Algorithm pipeline

e Extracting local features

Learning a dictionary — clustering using k-means

Encoding methods — hard vs. soft assignment

® Spatial pooling — pyramid representations

Similarity functions and classifiers
monkey?
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eg. SIFT

Figure from Chatfield et al.,2011 26
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| ocal feature extraction

* Regqular grid or interest regions

XK (K I
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corner detector
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| ocal feature extraction

m 4
Compute ~

descriptor

Normalize patch

Detect patches

Choices of descriptor:
o SIFT
* The patch itself

Slide credit: Josef Sivic 28
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|_ocal feature extraction

Extract features from many images

Slide credit: Josef Sivic

Lecture outline

e Origin and motivation of the “bag of words” model
* Algorithm pipeline

e Extracting local features

Learning a dictionary — clustering using k-means

Encoding methods — hard vs. soft assignment

® Spatial pooling — pyramid representations

Similarity functions and classifiers
monkey?

encoding
5 3 K3 |
EE
e.g. SIFT

Figure from Chatfield et al.,2011 30
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Learning a dictionary

O

Slide credit: Josef Sivic 31
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Learning a dictionary
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Slide credit: Josef Sivic
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Learning a dictionary

() () (e Visual vocabulary
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Slide credit: Josef Sivic

Clustering

+ Basic idea: group together similar instances
+ Example: 2D points

By, €
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Clustering

« Basic idea: group together similar instances
+ Example: 2D points

+ What could similar mean?
» One option: small Euclidean distance (squared)

dist(x,y) = ||lx — y|13

» Clustering results are crucially dependent on the measure of
similarity (or distance) between points to be clustered

CMPSCI 370 Subhransu Maji (UMASS) 35

Clustering algorithms

+ Simple clustering: organize
elements into k groups ‘

» K-means n
P
R

-
V)

SRL

» Mean shift l

» Spectral clustering -

IR 3

+ Hierarchical clustering: organize
elements into a hierarchy

» Bottom up - agglomerative
» Top down - divisive

i)

B
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Clustering examples

+ Image segmentation: break up the image into similar regions

image credit: Berkeley segmentation benchmark
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Clustering examples

# Clustering news articles

Google

News

Top Stories
Indiana
Iran
Nigeria
Yemen
Trevor Noah
Germanwings
Joni Mitchell
Streaming media
Google
J. Paul Getty
Springfield-Holyoke
Suggested for you
World
us
Business
Technology
Entertainment
Sports
Health
Spotight

Science

CMPSCI 370
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Top Stories

Modern ~

Nuclear deal within reach, vows Iran and Russia A
e Australan - 2 hours ago
Russia and Iran claimed a breakthrough i talks on a framework deal cutting back
Tehran's nuclear program, but the US denied everything had been agreed as
discussions were due to resume overnight.

Related Iran »

o e & 5
eligious Freedom Act: Are businesses becoming more
socially activist? (+video)

an Science Montor - 10 minutes ago
The companies castigating Indiana's RFRA law are not promoting liberal idealism over
profits: Their response is a recognition that - at least when it comes to the issue of gay
marriage - social activism is also good business.
ISIS’ legacy in Tikrit: booby traps, IEDs and fear

NN - 1 hour age
Tikiit, Iraq (CNN) ISIS is gone, but the fear remains. As Iraqi forces, aided by Shite
militiamen, took control Wednesday of the northern city of Tikrit, they found vehicles
laden with explosives and buildings that might be booby-trapped.
Germanwings Crash: Video May Show Plane’s Final Moments
ABC News - 1 hour ago
Two magazines have reported details of a disturbing video taken from inside the
doomed Germanwings plane moments before it crashed into the French Alps, but
investigators have denied its existence.

Subhransu Maji (UMASS)

+Subhransu

Porsonalize

Get Google News on the go.
Try the free app for your phone or tablet.

Recent

ISIS Seizes Yarmouk Refugee Camp in
Damascus, Syria: Witnesses
NBCNews.com - 24 minutes ag

Obama Praises Goodluck Jonathan For
Conceding Election:

Forbes -6 minutes ago

Oil rallies as Iran nuclear talks drag on,
overshadowing supply concerns.

Reuters - 6 minutes age

Weather for Amherst, Massachusetts

Today Thu Fri Sat

46°28°  59°45 64° 47 48°30°

‘The Weather Channel - Weather Underground - AccuWeather

Candin nnnran
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Clustering examples

« Clustering queries

Google  jaguars

Web  Nows Images Videos Maps Mo~  Searchtoos

CMPSCI 370 Subhransu Maji (UMASS) 39

Clustering examples

« Clustering people by space and time

CMPSCI 370

Subhransu Maji (UMASS)

image credit: Pilho Kim
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Clustering using k-means

+ Given (x1, X2, ..., Xn) partition the n observations into k (= n) sets
S ={S1, Sy, ..., Sk} so as to minimize the within-cluster sum of
squared distances

+ The objective is to minimize:

k
argminy Y [|x — il

i=1 x€S;

|c|uster center|

Lloyd’s algorithm for k-means

+ Initialize k centers by picking k points randomly among all the points
+ Repeat till convergence (or max iterations)
» Assign each point to the nearest center (assignment step)

k
argmin y | ||x — puil®
i=1 x€eS;

» Estimate the mean of each group (update step)

k
argmin y > [x — pil

i=1 x€S;
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k-means in action
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k-means for image segmentation

Grouping pixels based
on intensity similarity

feature space: intensity value (1D)
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Example codebook
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Appearance codebook

Source: B. Leibe 45

Another codebook
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ecture outline

e Origin and motivation of the “bag of words” model
* Algorithm pipeline

e Extracting local features

e |earning a dictionary — clustering using k-means

® Encoding methods — hard vs. soft assignment

® Spatial pooling — pyramid representations

Similarity functions and classifiers
monkey?

oolln classification
I o 's

Figure from Chatfield et al.,2011 47
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Encoding methods

* Assigning words to features

Visual vocabulary

.......

Also called hard assignment

partition of space
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Encoding methods

* Assigning words to features

o different words

Visual vocabulary

similar features

S
Y aa—
11l

hard assignment
e o e o
1 0 O 0O 0 1

partition of space large quantization error
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Encoding methods

* Assigning words to features

soft assignment

Visual vocabulary

o oc e~ (dxe)

\

assign high weights to
centers that are close

1111

in practice non-zero to
only k-nearest neighbors

partition of space
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Encoding methods

* Assigning words to features soft assignment

;o e—d(d6ce)

{g} [é} similar features

" soft assignment

Visual vocabulary

e o e o
06 0 04 04 0 06
hard assignment
partition of space 1 0 O O 0 1
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Encoding considerations

¢ What should be the size of the dictionary?
® Too small: don’t capture the variability of the dataset

e Too large: have too few points per cluster

* Speed of embedding
e Exact nearest neighbor is slow if the dictionary is large
e Approximate nearest neighbor techniques
- Search trees — organize data in a tree

Hashing — create buckets in the feature space

52
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|_ecture outline

e Origin and motivation of the “bag of words” model
¢ Algorithm pipeline

e Extracting local features

Learning a dictionary — clustering using k-means

Encoding methods — hard vs. soft assignment

Spatial pooling — pyramid representations

Similarity functions and classifiers
s monkey?

classification
NEXPALA @

.)" X
m tree, ..

Figure from Chatfield et al.,2011 53

Spatial pyramids

pooling: sum embeddings of local features within a region

Q

N\.m “ |

Lazebnik, Schmid & Ponce (CVPR 2006) 54
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Spatial pyramids

pooling: sum embeddings of local features within a region

¢ | ll {HV !’IM

Wl I mm i Hap \ it

Same motivation as SIFT — keep coarse layout information
Lazebnik, Schmid & Ponce (CVPR 2006)
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Spatial pyramids

pooling: sum embeddings of local features within a region
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Same motivation as SIFT — keep coarse layout information

Lazebnik, Schmid & Ponce (CVPR 2006) 56
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|_ecture outline

¢ Origin and motivation of the “bag of words” model
* Algorithm pipeline

e Extracting local features

e Learning a dictionary — clustering using k-means

* Encoding methods — hard vs. soft assignment

® Spatial pooling — pyramid representations

e Similarity functions and classifiers
monkey?

Figure from Chatfield et al.,2011 57

Bags of features representation

image similarity = feature similarity

58
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Comparing features

e Euclidean distance:

D(hy,h,) = \/2 (h, (1) ~h, (1))’

e | 1 distance:

D(hlahz) = 2|h1(i)_h2(i)|
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Classifiers

e Decision trees

¢ Nearest neighbor classifiers

o
m = .

Training <> Test [ Trainir:g
examples . example examples
from class 1 from class 2

" [
[ |
m o
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|_ecture outline

e Origin and motivation of the “bag of words” model

¢ Algorithm pipeline

e Extracting local features

Learning a dictionary — clustering using k-means
Encoding methods — hard vs. soft assignment

Spatial pooling — pyramid representations

Results: scene category dataset

coas(

living room

inside city

open commy mountain

bedroom

street

T T ko E

forest

Multi-class classification results

store

w mmg e

highway

Results: Caltech-101 dataset

Multi-class classification results (30 training images per class)

e Similarity functions and classifiers Putting it all (100 training images per class)
monkey? N together Weak features Strong features
(vocabulary size: 16) (vocabulary size: 200)

Level Single-level ~ Pyramid | Single-level  Pyramid

0 x1) 45.3 £0.5 72.2 £0.6

1(2x2) 53.6£0.3 562406 | 779+£0.6  79.0£0.5

24 x4) 61.7+0.6  64.7£0.7 | 794 +£0.3 81.1+0.3

3(@8x28) 633 +0.8 66.8+0.6 | 77.2+0.4  80.7£0.3

Figure from Chatfield et al.,2011 61 62
61 62

Further thoughts and readings

¢ All about embeddings (detailed experiments and code)

® K. Chatfield et al.,
recent feature encoding methods, BMVC 2011

¢ http://www.robots.ox.ac.uk/~vgg/research/encoding eval/

¢ |ncludes discussion of advanced embeddings such as Fisher
vector representations and locally linear coding (LLC)

The devil is in the details: an evaluation of

Weak features (16) Strong features (200)

Level || Single-level = Pyramid | Single-level = Pyramid

0 15.5 £0.9 412 £1.2

1 314+1.2  328+1.3 | 559409 57.0+0.8

2 472+1.1 493+14 | 63.6+09 64.6 0.8

3 5224£0.8 54.0+1.1 | 60.3+0.9 64.6=£0.7

63 64
63 64



